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Abstract. We present a biologically plausible model of binocular rivalry consisting of a network of Hodgkin-
Huxley type neurons. Our model accounts for the experimentally and psychophysically observed phenomena: (1) it
reproduces the distribution of dominance durations seen in both humans and primates, (2) it exhibits a lack of
correlation between lengths of successive dominance durations, (3) variation of stimulus strength to one eye influ-
ences only the mean dominance duration of the contralateral eye, not the mean dominance duration of the ipsilateral
eye, (4) increasing both stimuli strengths in parallel decreases the mean dominance durations. We have also derived
a reduced population rate model from our spiking model from which explicit expressions for the dependence of
the dominance durations on input strengths are analytically calculated. We also use this reduced model to derive an

expression for the distribution of dominance durations seen within an individual.
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1. Introduction

Binocular rivalry occurs when the two eyes are pre-
sented with drastically different images. Only one of
the images is perceived at a given time, and every
few seconds there is alternation between the perceived
images. The perceived durations of the images are
stochastic and uncorrelated with previous perceived
durations (Fox and Herrmann, 1967; Walker, 1975).
Also, changing the contrast of the images will change
the dominance durations of the perceptions in specific
ways.

It is not yet clear exactly what is rivaling during
binocular rivalry (Lee and Blake, 1999; Logothetis
etal., 1996). It was traditionally thought that the rivalry

was between the two eyes (Blake, 1989; Lehky, 1988).
Howeyver, there is more recent evidence that the neu-
rons at the site(s) of rivalry have access to information
from both eyes (Carlson and He, 2000; Kovacs et al.,
1996; Lumer et al., 1998; Ngo et al., 2000), and these
experimental results cannot be explained in terms of
“eye rivalry” (although see Lee and Blake, 1999, for
an indication of how changing stimulus characteristics
can produce either “eye rivalry” or “stimulus rivalry™).

Recordings in the cortex of monkeys undergo-
ing binocular rivalry indicate that the neuronal ac-
tivity of binocular rather than monocular neurons is
correlated with the perception of one of the pre-
sented images (Leopold and Logothetis, 1996, 1999;
Logothetis, 1998; Logothetis et al., 1996; Logothetis
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and Schall, 1989). The proportion of neurons that are
active only when one of the images is perceived in-
creases as one moves up the visual pathway (Leopold
and Logothetis, 1999; Logothetis, 1998). It should be
noted that while some neurons are more active when
their preferred image is perceived, others are more ac-
tive when their preferred image is suppressed, and yet
others show little selectivity during nonrivalrous stimu-
lation but become more selective during rivalrous stim-
ulation (Leopold and Logothetis, 1996; Logothetis,
1998; Logothetis and Schall, 1989).

Several explanations of binocular rivalry have been
proposed (Dayan, 1998; Gomez et al., 1995; Lehky,
1988; Lumer, 1998). One set of theories propose that
the alternation is due to some form of reciprocal in-
hibition between the two monocular pathways (Blake,
1989; Lehky, 1988). Many of the existing theories in-
volve neural network or rate models for which making
direct quantitative comparisons with neurophysiologi-
cal recordings are not possible.

Our focus is on the specific biophysical mechanisms
responsible for binocular rivalry and multistable per-
ception. We present a network of Hodgkin-Huxley-type
neurons that reproduces the observed psychophysical
and experimental behavior. Our network consists of
both excitatory and inhibitory cells in a biophysically
plausible cortical network. We then present a reduced
population rate model derived from the spiking neu-
ronal network. We propose that the known observed
phenomena associated with binocular rivalry are direct
consequences of the underlying physiology of coupled
spiking neurons.

We propose that a given percept is represented
as a localized focus of active neurons (Hansel and
Sompolinsky, 1998; Laing and Chow, 2001). In the
simple case of the two presented images being oriented
gratings (Lee and Blake, 1999; Logothetis et al., 1996),
we suggest that a population of neurons is tuned to a
given orientation, and neurons in this population are lo-
cally connected to other neurons with similar preferred
orientations. (We note that our spiking model could
be adapted so that the two foci represent eye images.)
When a grating of a given orientation is presented,
the network receives orientation-specific inputs, and
the local cortical connectivity shapes the activity of the
population to fire maximally at the preferred orienta-
tion with a drop off in activity away from the maximum
in a way that matches the tuning curve of the individual
neurons. One possibility is that this network is situated
at a higher-level visual area, where inputs arrive both

from lower level visual areas and from higher-level
cortical areas.

When two conflicting stimuli are presented, the net-
work is unable to sustain activity centered around
both inputs simultaneously and thus alternates between
one focus of activity and the other. This switching is
the neurophysiological correlate of binocular rivalry.
The switching is induced by a slow process such as
spike frequency adaptation or synaptic depression. The
dominance duration depends on not only the time scale
of the slow process but also strongly on the input
strength to the network. This allows for large variations
in the dominance times even when the time-constant of
the slow process is fixed. Our simulations and analy-
sis show that the behavior of the network matches the
observed behavior in a number of ways: (1) it repro-
duces the distribution of dominance durations seen in
humans and primates, (2) there is a lack of correlation
between lengths of successive dominance durations,
(3) variation of stimulus strength to one eye influences
only the mean dominance duration of the contralat-
eral eye, not the mean dominance duration of the ip-
silateral eye, (4) increasing both stimuli strengths in
parallel decreases the mean dominance durations, and
(5) rotating the bars so they are no longer orthogonal
increases mean dominance durations. The model’s be-
havior when the stimulus strength to one eye is changed
in synchronization with either the suppression or dom-
inance of the percept presented to that eye also agree
with experimentally observed behavior.

Our model combines local cortical circuits and
higher-level control to explain binocular rivalry. Lo-
cal cortical circuits are responsible for selecting which
neurons are involved in the particular perception and
inducing the switching between the alternate percep-
tions. High-level feedback can play a role in setting
the eventual mean dominance times and can strongly
influence which image is perceived.

2. Hodgkin-Huxley Type Model

Our model consists of a network of excitatory and
inhibitory Hodgkin-Huxley-type conductance-based
neurons in a biophysical cortical network architecture.
The neurons are orientation selective and receive exter-
nal inputs from both eyes and possibly feedback from
higher levels. They have a “preferred orientation” and
fire at a high rate when presented with a grating at
that orientation. To model the experiment in which the



two eyes are presented with orthogonal gratings, we
inject currents at two locations in the network centered
around neurons whose preferred orientations differ by
90 degrees. The spatial structure of the current input is
Gaussian (see Fig. 1 and Eq. (20)). Note that since
there is no eye-specific information in the network,
this model is also appropriate for the study of monocu-
lar viewing of orthogonal sinusoidal gratings (Andrews
and Purves, 1997; Walker, 1976). In these experiments,
periods of mixed perception are intermingled with pe-
riods of exclusive visibility of one or the other pattern.

We assume that excitatory cells are synaptically cou-
pled to other excitatory cells with a strength that de-
cays as a Gaussian function of the difference between
their preferred orientations. There is also coupling with
a Gaussian footprint from excitatory neurons to in-
hibitory neurons, between inhibitory neurons, and from
inhibitory neurons to excitatory neurons, with the vari-
able always being the difference in preferred orienta-
tions. The equations and parameter values are given in
the Methods section.

We include two slow processes. The first is spike
frequency adaptation due to a calcium-dependent
potassium current (Huguenard and McCormick, 1992;
McCormick and Huguenard, 1992). This is sufficient
to cause oscillations in the network’s activity, although
they occur on a similar time-scale to the time constant
of the decay of this current, ~80 ms. We also include
synaptic depression in the excitatory to excitatory con-
nections that has a larger time-constant (Abbott et al.,
1997). We find that synaptic depression alone is not
sufficient to cause switching: we need a slow hyper-
polarizing current as well. The switching phenomenon
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Figure 1. Two coupled networks of binocular, orientation-selective
neurons. The neurons are labeled with their preferred orientation in
degrees. Current is injected to two groups of neurons whose preferred
orientations differ by 90 degrees.
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is quite robust with respect to the exact strengths and
time-scales of these slow variables.

For simplicity, we explicitly model only those
neurons whose activity increases when their preferred
stimuli are perceived. Those neurons that respond
preferentially when their preferred stimuli are sup-
pressed may be part of a different circuit that is in-
volved in suppression of a particular image or eye,
and those whose selectivity changes when the stim-
ulus is changed from rivalrous to nonrivalrous may
be manifesting the effects of attention on percep-
tion (Leopold and Logothetis, 1996; Logothetis, 1998;
Logothetis and Schall, 1989). Neurons in these last two
classes are not explicitly modeled. Those neurons pos-
sibly involved in suppressing an image are similar to
those that fire when their preferred stimulus is dominant
(both groups fire when one image is suppressed) and
our model could be augmented to include such neurons.

2.1. Simulation Results

Figure 2 shows a rastergram of the firing events of the
excitatory neurons in the network given two current
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Figure2. Activity in the excitatory population as a function of time.
The current stimuli are centered at neurons 15 and 45. The right plot
shows detail of the left plot.
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stimuli centered at neurons whose preferred orienta-
tions differ by 90 degrees. At every moment in time,
the activity is localized into a bump that is centered at
either of the two locations of maximum external cur-
rent input. A bump in one of these locations is thought
to represent a perception of bars of the corresponding
orientation. The inhibitory neuron activity is very sim-
ilar although it has a greater angular spread. Note the
wide spread of activity, lasting less than 100 ms, when
the activity initially moves to another location. The de-
crease in width after this period is probably due to the
adaptation current saturating. This type of high activ-
ity at the onset of a percept is seen in some neurons
in superior temporal sulcus and inferior temporal cor-
tex during binocular rivalry (Leopold and Logothetis,
1999; Sheinberg and Logothetis, 1997). Experimen-
tally, bursting behavior is also seen in some of these
neurons. Replacing some of the fast excitatory synapses
in our model with slower NMDA-type synapses (as
in Wang, 1999) causes neurons in a bump to burst in
an approximately synchronous fashion while active,
rather than fire approximately periodically and asyn-
chronously (results not shown). The network is capa-
ble of sustaining only one bump at any given time, and
since the neurons are coupled synaptically, the sub-
threshold inputs to the currently suppressed bump do
not affect the currently active bump.

Figure 3 shows the voltage trace from a typical neu-
ron in a bump. Note the slower firing rate at the end of
a firing episode relative to that at the start. This simu-
lation used a total of 60 excitatory and 60 inhibitory
neurons and had no external noise. Similar switch-
ing behavior is seen when larger numbers of neurons
are used, but we do not show results for these larger
networks because of the prohibitively large amounts of
computer time required for such simulations.

A histogram of dominance durations is shown in
Fig. 4. It is unimodal and skewed, with a long tail
at long durations. Included are fits to the data of a
Gamma function thatis commonly (Kovacs et al., 1996;
Logothetis et al., 1996), although not always (Gomez
etal., 1995; Lehky, 1995), fitted to such data, along with
another function Eq. (12) that is derived in Section 3.1.
Figure 5 shows the autocorrelation coefficients for the
data in Fig. 4. The lack of any strong correlation be-
yond zero lag is clearly seen, in agreement with obser-
vations (Lehky, 1988, 1995; Logothetis et al., 1996).
The Lathrop statistic (Logothetis et al., 1996), which
measures the correlation between successive values in
a time series, was calculated (I: =0.977, 0 = 0.073,
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Figure 3. Voltage of the 38th neuron in Fig. 2. Note the different

horizontal scales in the lower two plots. The apparent difference in
spike heights is a result of plotting voltage at discrete values of time.
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Figure4. The distribution of dominance durations for the Hodgkin-
Huxley model. The solid line is Eq. (12) with parameters y =0.0174,
n=—0.0005, k =0.0782, t =1.1389, and the dashed is a Gamma
distribution with A =2.3593 and r = 6.7381, where the Gamma dis-
tribution is £(t) = A"/ T'(r)t"~! exp(—At).
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Figure 5. Autocorrelation coefficients for the data in Fig. 4.

giving a z value of 0.31), and this confirms the lack of
a significant correlation. A simple explanation for this
lack of correlation in a completely deterministic system
is that the system is chaotic: the maximum Lyapunov
exponent is approximately 40 s~!. Since typical domi-
nance durations are much longer than the reciprocal
of this quantity, switching times can be thought of as
resulting from an extreme “undersampling” of the un-
derlying dynamical system, and successive dominance
durations will not be correlated (Racicot and Longtin,
1997). This interpretation as undersampling also pro-
vides an explanation of the results of Lehky (1995)
who, by analyzing a time series of dominance dura-
tions, concluded that the underlying dynamical sys-
tem was not a low-dimensional chaotic attractor. Both
Kalarickal and Marshall (2000) and Lehky (1988) stud-
ied simple models of binocular rivalry that showed
this lack of serial correlation, but both models had
stochastic inputs.

As a result of the spatial structure of both the ex-
ternal current inputs and the coupling, neurons in the
network have a range of different input currents and
hence fire at different average frequencies (Hansel and
Sompolinsky, 1998; Laing and Chow, 2001). Thus, the
neurons cannot synchronize, and there should not be
any strong correlations between firing times of differ-
ent neurons although weak correlations are possible
(Gutkin et al., 2001). As the number of neurons in
the network increases, fluctuations in the synaptic in-
put to a given neuron should decrease. The observed
nonzero variance of experimentally obtained distribu-
tions is thought to be due to both fluctuations from the
finite number of neurons in the network and synaptic,
channel or external noise.
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The switching can be understood heuristically. In
Section 3 we give a more quantitative explanation. Con-
sider two input stimuli 1 and 2. Connections between
excitatory neurons promote activity centered at
stimulus 1 or 2, while inputs from the inhibitory popu-
lation prevent this activity from spreading over the
whole network. This inhibitory activity is also strong
enough to suppress activity at the site corresponding
to the stimulus that is not perceived. (For sufficiently
strong inputs, two bumps may coexist). Suppose that
population 1 is active and 2 is suppressed, and con-
sider the effects of the slow current responsible for
spike frequency adaptation. This current increases at
site 1 and decreases at site 2 until eventually the adap-
tation remaining from activity at site 2 has decreased
sufficiently that the neurons at site 2 are able to fire
again, immediately suppressing the neurons at site 1.
The adaptation current at site 2 then builds up, the adap-
tation current at site 1 wears off sufficiently, and the cy-
cle repeats. A similar argument can be made if synaptic
depression is the cause of the switching: both the recur-
rent excitation at site 1 and the inhibition of the neurons
at site 2 weaken, allowing neurons at site 2 to fire and
suppress neurons at site 1.

One well-known aspect of binocular rivalry is that if
the strength of the stimulus to one eye is changed, it is
largely the mean dominance duration of the other eye
that is affected, not the mean dominance duration of
the eye whose stimulus strength is being changed. This
effect is sometimes known as Levelt’s second proposi-
tion (Bossink et al., 1993; Levelt, 1968) and has been
observed many times (Leopold and Logothetis, 1996;
Logothetisetal., 1996; Mueller and Blake, 1989). More
specifically, if the strength of the stimulus to eye 1 is
decreased, the mean dominance duration of eye 2 typ-
ically increases markedly in a nonlinear fashion, while
the mean dominance duration of eye 1 decreases by a
small amount. We performed this experiment with our
model, and the results are shown in Fig. 6 (together
with data from the reduced model that is presented in
Section 3). They agree well with observations, and an
explanation for this behavior is given in Section 3.

Another experiment that has been performed in-
volves changing the angle between the two sets of bars
presented to the two eyes. It has been observed that
decreasing the angle from 90 degrees causes the mean
dominance durations to increase (Andrews and Purves,
1997). We performed this experiment on our model,
and the results are shown in Fig. 7. The variation is
small (as it is in experiments) (Andrews and Purves,



44 Laing and Chow

Mean Dominance Duration (s)
)]

03 032 034 036 038 04 042

9 \

Strength of Variable Strength Input

Figure 6. A demonstration of Levelt’s second proposition in a spik-
ing neuron model. The strength of one input was fixed at 0.4 and the
other was reduced. x is mean dominance duration for the stimulus
whose strength was decreased, o is mean dominance duration for
the stimulus whose strength was unchanged. Compare with Leopold
and Logothetis (1996, Fig. 1), Logothetis et al. (1996, Fig. 4), or
Mueller and Blake (1989, Fig. 2). Also shown are rescaled domi-
nance durations from the reduced model (1) through (6) (dashed and
dash-dotted). See text for details.
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Figure 7. Variation of mean dominance duration as a function of
the angle between two sets of gratings presented to the two eyes.
Smaller angular differences could not be tested, since for these values
the two bumps “merged.” The bars indicate the standard deviation of
the dominance durations. Compare with Andrews and Purves (1997,
Fig. 4B(i)).

1997) but significant. Smaller angular differences could
not be tested, as this caused the two bumps to “merge”
into one that spanned both input positions. This is due to
the widths of the Gaussians used in coupling neurons.

If these widths were reduced, smaller angular differ-
ences could have been tested, but the total number of
neurons in the network would have then had to be
correspondingly increased, resulting in prohibitively
long simulation times. An explanation for the depen-
dence of dominance duration on angle between bars is
given in Section 3.

A further experiment of interest is that of Mueller and
Blake (1989). They changed the strength (contrast) of
the stimulus presented to one eye, but the change was
only made during either dominance or suppression of
that image. For example, if the manipulation is syn-
chronized with dominance of an eye, the contrast of
the image presented to that eye is changed when that
image is reported as being dominant and is returned to
the baseline level when the image is no longer reported
as being dominant. We performed this experiment with
our model, and the results are shown in Fig. 8. The
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Figure 8. The effects of changing the strength of one input in the
spiking neuron model, synchronized to either the suppression of that
image (top) or the dominance of that image (bottom), as described
by Mueller and Blake (1989). The strength of one input was fixed at
0.4, and the other was reduced. x is mean dominance duration for
the stimulus whose strength was decreased, o is mean dominance
duration for the stimulus whose strength was unchanged. Compare
with Mueller and Blake (1989, Fig. 4).



results for the case where the stimulus strength is syn-
chronized with suppression of that image (Fig. 8, top)
are very similar to the situation described above as
Levelt’s second proposition—i.e., if the stimulus
strength is decreased, the dominance duration of the
ipsilateral eye is largely unaffected, but the dominance
duration of the contralateral eye increases markedly
(compare Fig. 8, top, with Fig. 6). The results shown
in this figure agree well with experimental results
(Mueller and Blake, 1989, Fig. 4). The case when the
stimulus strength is synchronized with dominance of
the image is shown in Fig. 8, bottom. It is seen that
decreasing the stimulus strength slightly decreases the
dominance duration of the ipsilateral eye but leaves
the dominance duration of the contralateral eye essen-
tially unchanged. This is also in good agreement with
experimental results (Mueller and Blake, 1989). An ex-
planation for this behavior is given in Section 3.

3. Reduced Description

We make our heuristic arguments more precise with a
reduced spatially averaged model. The resulting equa-
tions are similar to the proposed models of Kalarickal
and Marshall (2000), Lehky (1988), Mueller (1990),
and Wilson et al. (2000). In Appendix B we describe
how the following equations can be derived from our
spiking neuronal network. They represent the spatially
averaged dynamics of two populations of Hodgkin-
Huxley-type neurons with recurrent excitation, cross-
inhibition, adaptation, and synaptic depression:

du
7; =—u; + floam g — Purgs —ar + 1)) (1)
du
7; =—ur + flaurgy — Purgi —ar + L) (2)
da
rajtlz—ammf(amgl—ﬂuzgz—alﬂl) 3)
da
rajf =ty + o f(aurgy — furg1 —ar+ h) (4
d
T % =1—-g1—81¢af(u181 — Busgo —a +1,)
(5)
d
T, % =1—-g —8¢sf(qurg> — Buig1 —ax + I),
(6)

where all constants are positive. Here u; represents the
spatially averaged net excitatory activity of each loca-
lized population seen in the simulations of the spiking
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neurons (i = 1, 2 labels the percept or “bump”), a; and
g; are the population adaptation and synaptic depres-
sion variables, respectively. We have included synaptic
depression in both the excitatory and inhibitory con-
nections. While depression is thought to occur in only
excitatory synapses, the inhibitory neurons in the full
spiking model are largely driven by the excitatory popu-
lation, and it is the depression in the excitatory to excita-
tory connections that leads to this decrease in inhibitory
activity on the time-scale of the depression, so this is
not an unreasonable choice. For simplicity we take the
gain function f to be the Heaviside step function—
ie., f(x)=1for x>0 and f(x)=0 for x <0. The
constants 7, and t; are the time constants of the adap-
tation and synaptic depression, respectively, and are
both assumed to be much larger than 1. A high level of
u; is assumed to be directly correlated with the percep-
tion of image i. The chaotic dynamics of the spiking
network are not represented in these reduced equations.
They could be mimicked by including stochastic forc-
ing terms.

The dynamics of (1) through (6) are fairly simple
because of the separation of time-scales between the
activities and the slow variables. Depending on the pa-
rameters, the system either oscillates or goes to a steady
state. The only possible steady states are both activities
at zero (both off), both activities at 1 (both on), or one
at 1 and the other at zero (one on) and its mirror image.

For clarity, first consider the case where only adap-
tation is active (i.e., g1 = g» = 1 and we ignore Eqgs. (5)
and (6)). For the both-off steady state, the variables
satisfy (uy, uz, ay, az) =(0, 0,0, 0). For this state to
exist, the total inputs of the gain functions must be
below threshold—i.e., I} <0 and I; < 0. For the both-
on fixed state, (uy, uz, a, az) = (1, 1, ¢4, ¢,). In this
case, the inputs must be greater than threshold—i.e.,
a—B—¢,+ >0and o — B — ¢, + I > 0. Thus,
strong inputs or strong excitation is required for the
both-on state. The one-on case has (u;, u, a, a;) =
(1, 0, ¢4, 0) orits mirror image. This requires &« — ¢, +
I >0 and I, — B <0. Thus, the one-on fixed state
needs strong excitation and inhibition compared to the
inputs.

If none of the fixed-state conditions are satisfied, then
the system oscillates. Say, for example, thatu; = 1 and
up = 0. Then with a time constant 7,, @; exponentially
approaches ¢, and a, exponentially approaches zero.
This will decrease the total inputs to #; and increase
the total inputs to u,. This causes the inputs to u, to
cross threshold, making u, increase and simultaneously
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Figure 9. Solution of the reduced model (1) through (4). Parameter
values are « =0.2, $ =0.4, ¢, =0.4, 7, =20, [} =0.43, [ =0.5,
g1 =g>=1. The top plot is u; and a;, the bottom is u, and a,.

increasing inhibition to u, causing it to decrease. The
process then repeats and oscillations ensue. We equate
the duration that each population is turned on with the
dominance time of the corresponding percept.

An example is shown in Fig. 9. Parameter values are
a=02,=04,¢,=0.4,7,=20,1,=0.43,1,=0.5.
One population becomes active only when its adap-
tation has worn off by a sufficient amount. For the
parameters shown, population 1 switches on when
a; =1, — B =0.03 and population 2 switches on when
a2=12 — ,3201

We can calculate the dominance period by follow-
ing the dynamics of the adaptation variable. It has a
growing phase (a;(t) = a} (1)) and a decaying phase
(a;(t) = al.d(t)). Let 77 be the dominance period of
percept 1 (decay phase of a,) and 7, be that of percept
2 (decay phase of a;). T is obtained from the condition

L—B—ai(T) =0, 7

where time is measured from the onset of percept 1.
Solving (4) in the decaying phase gives aé’ ()= ag )
exp(—t/t,). We need to compute ag (0). We first
note that a; (1) = ¢, + (I — B — ¢o) exp(—t/1,) in the
growing phase, where time is now measured from the
onset of percept 2, and that ag 0 = ag (T). This
yields

L= —[¢s+ (I — B — o) exp(—T2/7,)]
x exp(—=Ti/7,) = 0. (8)

Repeating for a; we get the same equation but with the
indices reversed. This then allows us to solve for T
and T, to obtain
T] = -1 10g<2;ﬂ>’
/3 + ¢a —1 1
©))
1—B
T =-1, 10g(—>.
:3 + ¢a — I 2
These are shown in Fig. 10, top. It is clear that T} is
largely independent of /;, while 7, has a strong depen-
dence on ;. This is an explanation for Levelt’s second
proposition.

One notable difference between the curves in Fig. 10,
top, and the data in Fig. 6 for the spiking neuron model
(and also those reported in Leopold and Logothetis,
1996; Logothetis et al., 1996; and Mueller and Blake,
1989) is that T; increases as I is decreased in (9), in
contrast with the other results above. (The qualitative
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Figure 10. Dominance durations with only adaptation considered.
Top: Eqgs. (1) through (4) with g; = g> =1, as given by (9). T} is
dashed and 75 is solid. Note the slight increase in 77 as [ is decreased,
in contrast with Fig. 6. Parameter values arec = 0.2, 8 = 0.4, ¢, =
0.4, t, = 20, I = 0.5. Bottom: Dominance duration as a function
of input (7), when the inputs to (1) through (4) are equal (i.e., I} =
I, = I). Other parameters are as above.



nature of the behavior predicted by (9) was also seen in
the spiking neuron model when no synaptic depression
was included; results not shown.) However, adding the
effects of depression to those of adaptation in the model
(1) through (6) can produce qualitative agreement be-
tween the behavior of 7| as a function of I; for the
reduced model, and the spiking model and experimen-
tal results mentioned above (see below).

From expressions (9) we can determine the depen-
dence of dominance duration on input when the inputs
have equal strength—i.e., I, = I, = I:

I_ﬁ>. (10)

T = —ralog<7
/3+¢a =1

This is shown in Fig. 10, bottom. We see that as [ is
decreased, the dominance durations increase, as ob-
served experimentally. Also, there is a critical value of
I (I = B) such that for I < j there are no oscillations.

The simple model (1) through (4) can also explain the
results of Mueller and Blake (1989) regarding synchro-
nized changes in input, and the results of their type of
experiment on our detailed biophysical model (Fig. 8).
Imagine that I is fixed at / and that /; is also set to
I when u; is high but is switched to / — A when u;
is low—i.e., the change in /; is synchronized with the
suppression of percept 1. Since 7; is governed by the
decay of a; to a value set by I, when u, is low, and 7,
is governed by the decay of a; to a value set by /; when
u is low, this manipulation will clearly affect 7, more
than it affects 7. In fact, the expressions for 77 and T,
in this situation can be obtained directly from (9):

n:_m%b_l;ﬂ_»,

(1T)
T — —11 G;é;ﬁ)
2T fa 108 ﬂ+¢a_1 .

Increasing A will produce a figure identical to Fig. 10,
top, which is qualitatively the same as in Mueller and
Blake (1989, Fig. 4A).

Conversely, if I; is changed to a new level when u
is high (i.e., the changes in I; are synchronized with
the dominance of percept 1), it is clear from the argu-
ments above that this will not affect either of the domi-
nance durations. Experimentally (Mueller and Blake,
1989) and for simulations of our biophysical model
(Fig. 8, bottom), dominance durations during this type
of experiment show either weak or no significant
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dependence on the value to which /; is changed during
the dominance of percept 1. Thus, while the reduced
model (1) through (4) does not reproduce all experi-
mental results in every detail, it does reproduce the
overall behavior.

In the presence of synaptic depression alone, the dy-
namics are similar in the parameter regime with oscilla-
tions, although explicit expressions of the form (9) can-
not be derived. As in the case of adaptation only, there is
arelative lack of dependence of 77 on I, (although it in-
creases slightly as 7, is decreased) and strong nonlinear
dependence of T} on I, (not shown). However, in con-
trast with the adaptation-only model, once I decreases
below the critical value for oscillations (8/[1+¢,]) the
“both-on” state ((u1, u2, g1, &2) = (1,1, 1/[1+ ¢4,
1/[1 4+ ¢4])) is stable (as is the “one-on” state, (u1, uy,
g1, 82)=(1,0,1/[1+¢4], 1) or its mirror image).

Using the reduced model above, we can explain why
decreasing the angle between two sets of bars should
increase the mean dominance durations. As mentioned,
the inhibitory activity in the network of spiking neu-
rons has a greater angular spread than the excitatory
activity, so when the current inputs in Fig. 1 are moved
closer to one another, the net effect is that each bump
feels stronger inhibition from the other. For the rate
model (1) through (6), this corresponds to increasing
B, and from (10), or the equivalent expressions when
only synaptic depression is considered, it can be see
that this is equivalent to decreasing I, which leads to
an increase in mean dominance duration.

For both spike frequency adaptation only and synap-
tic depression only we obtain a nonlinear dependence
of the periods on stimulus strength, and the existence
of a minimum strength for the weaker stimulus be-
low which switching is not observed. The form of the
dependencies are similar to those observed (Bossink
et al., 1993; Leopold and Logothetis, 1996), however,
when interpreting these results one should keep in mind
that the relationship between “stimulus strength” and
“current input” is not at all clear.

The full system, (1) through (6), shows qualitatively
similar oscillations and dependence of dominance du-
rations on input strengths as the two special cases exam-
ined above, and we suggest that in practice it may well
be a combination of adaptation and synaptic depres-
sion (and possibly more than one mechanism for each
of these) that causes switching. As a specific example
of the behavior when both adaptation and depression
are present in (1) through (6), we show in Fig. 6 linearly
rescaled plots of 7} (dashed) and 7, (dash-dotted) as
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functions of I; when I, was held constant. (Note that 7
decreases as I; is decreased.) The parameter values are
a=0358=02¢, =¢s =0.6, 7, =20, 74 =40,
and the rescalings are x = (0.117; 4 0.064)/0.27 and
t = T12/20 + 2.1, where x is the strength of the cur-
rent input for the spiking neuron model (Eq. (20)), and
t is the dominance duration in seconds. Note that these
rescalings can be absorbed into the parameters of the
model (1) through (6), and do not represent any physi-
cal changes. The curves in Fig. 6 are not meant to be a fit
to the data from the spiking model but to indicate that
an appropriate mixture of adaptation and depression
in the simple model (1) through (6) can qualitatively
reproduce observed behavior.

This analysis shows that the dominance durations
can vary over a wide range depending on the strength
of the inputs. Thus even though the mechanism for
switching may be adaptation, synaptic depression or
a combination of these two, and these processes are
likely to have relatively uniform time constants be-
tween subjects, there could still be wide variations in
the dominance durations between subjects due to dif-
ferences in actual input strengths. The sources of the
binocular inputs in our model are not specified, and we
envision them as being due to combined inputs from
lower visual regions and higher cortical regions. We
postulate that variations in these inputs could be the
reason for the wide variation in dominance times seen
in psychophysical experiments (Pettigrew and Miller,
1998).

3.1. Distribution of Dominance Durations

We can also use this reduced model to explain the dis-
tribution of dominance durations observed in the sim-
ulations of our spiking neuronal network. As noted in
the above analysis, the switching of one percept to the
other is controlled by the release from inhibition due to
the decay back to the resting value of the adaptation or
synaptic depression variable. If we include the effects
of the fluctuations due to the chaotic dynamics (or noise
effects), then this decay will be a stochastic process.
Consider the example of adaptation only. During de-
cay the adaptation current obeys a? (t) = ag exp(—1/1).
When a decays below a threshold level, the inhibited
neurons will fire. However, with fluctuations the thresh-
old value will be a stochastic variable, and ay will not
be the same for each dominance period. Consider the
simplified case where the threshold is reset to a random
variable chosen from a Gaussian distribution, and a is

randomly chosen from another Gaussian distribution,
each time a9 is reset. The distribution of dominance
durations is then

(T)=Q e Ty +mee 1]
pit) = [y + ke-2T/T]2

—[eT/m —n]?
X eXp(—z(y n /ce_”/f)>’ (12)

where 2, y, « and 5 are related to the parameters of
the two Gaussian distributions. See Appendix C for the
derivation. This function is plotted in Fig. 4 together
with data from the simulation of the full Hodgkin-
Huxley network. It fits the data well and has the typical
skewed shape seen in experimental data (Kovacs et al.,
1996; Logothetis et al., 1996).

4. Discussion

Our cortical circuit of excitatory and inhibitory neurons
is able to reproduce many of the observed dynamical
characteristics of binocular rivalry. We are also able
to compute analytically the dependence of the domi-
nance period on the input strengths, and this shows
how Levelt’s second proposition can arise naturally in
a network with mutual inhibition.

We find that the input strength to the network
strongly influences the dominance duration. This al-
lows large variations in the dominance durations even
with fixed adaptation and synaptic depression time-
scales. The large distribution in mean times between
subjects could be due to the differential input to the
local circuit—this may be especially true of feedback
from higher-level cortical areas—and the strength of
this contribution could vary widely between subjects
and even change within a subject. The neuromodu-
lators acetylcholine, histamine, norepinepherin, and
serotonin are all known to decrease the effects of spike
frequency adaptation in human cortex (McCormick and
Williamson, 1989), and if adaptation is the main mech-
anism for switching, changes in their concentration
would significantly affect mean dominance durations.
It is known that there is some training effect in bino-
cular rivalry and multistable perception (Leopold and
Logothetis, 1999), and systematic changes in switch-
ing frequency on the time-scale of several minutes
have been observed (Borsellino et al., 1972; Lehky,
1995). Also, knowledge that a stimulus is ambiguous
and has more than one possible perception plays a role
in switching (Rock et al., 1994).



There are instances when rivalry does not take place.
It is known that if the stimulus contrast is reduced, the
images from the two eyes can fuse into a single merged
percept (Leopold and Logothetis, 1999). Presumably,
this fixed percept corresponds to a “fixed” pattern of
activation. In our model, reducing the input stimulus
causes the duration periods to increase until rivalrous
oscillations cease. The ensuing fixed state depends on
the type of slow process in the system. If only adapta-
tion is included, then the network goes to the both-off
state. If only depression is included, then the network
can go into either the both-on state or the one-on state.
With a combination of adaptation and depression ei-
ther of the fixed states are possible. However, since
our network is assumed to represent binocular infor-
mation about orientation of gratings, it is unclear how
fusion would be represented: it may not simply be a
state where the network is in the “both-on” state. The
local network we model may only represent the ori-
entation of images, and the perception of grid images
may be represented by a different set of neurons. One
possible scenario is that the orientation network, when
active, inhibits the network of grid neurons. Fusion
then arises when the orientation network is inactive,
thereby releasing the inhibition on the grid network. In
this scenario, the both-off state in our network would
correspond to fusion.

A lack of rivalry also occurs if the angular sizes of
the images are increased beyond a given level. What
is perceived instead is a constantly changing spatial
patchwork of both images (Blake, 1989) or a traveling
wave if the image is restricted to an essentially one-
dimensional annulus (Wilson et al., 2001). Our corti-
cal network may represent orientation for only a single
spatial location, and the spatial patchwork may arise
if there are many networks of the type we have stud-
ied, each corresponding to a different spatial location,
and there is some form of local coupling between such
networks. For strong input strength, either both-on or
one-on states are possible in our model.

Our simulations show that switching caused by de-
pression is much less robust to noise than switching
caused by adaptation. The reason for this is probably
that if depression is used, the switching occurs because
the balance between excitation and inhibition gradu-
ally changes during a dominance period, finally reach-
ing a critical value. This balance is quite fragile, and
external noise will upset it, causing switching. How-
ever, switching caused by the wearing off of adap-
tation in the form of a slow hyperpolarizing current
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seems more robust since the network will not switch
until the current is close to threshold. Small to moder-
ate amounts of noise will not change the magnitude of
the current that is wearing off, acting instead to make
the threshold a stochastic function of time rather than
a constant. One modification of the depression mecha-
nism that could make it more robust is the inclusion
of not only depression between excitatory neurons, but
facilitation in the connections from excitatory to in-
hibitory neurons (Markram et al., 1998), on an appro-
priate time-scale. We have seen that both adaptation and
depression have advantages and disadvantages with re-
gards to modeling binocular rivalry, and in practice it is
likely that they both contribute. It is worth noting that
in both the spiking neuron and reduced models, the
only way to obtain the correct dependence of the mean
dominance duration of the ipsilateral eye on stimulus
strength when testing Levelt’s second proposition was
to include both spike frequency adaptation and synap-
tic depression. This suggests that both are present in
the relevant circuits of the cortex.

Our reduced model was anticipated by Lehky (1988),
who proposed a neural network model of binocular ri-
valry that involved reciprocal inhibitory feedback be-
tween signals from the two eyes, prior to binocular
convergence. He created an electronic circuit to rep-
resent the network, and for strong enough recipro-
cal inhibition the circuit oscillated. The oscillations
stopped for weak inhibition, which Lehky attributed
to fusion. He could reproduce Levelt’s second proposi-
tion by changing the adaptation rates on either neuron
and postulated that changing stimulus strength changes
adaptation rates.

Recently, Kalarickal and Marshall (2000) numeri-
cally studied a model similar to (1) through (6), with
noise but not including adaptation. Their model repro-
duced Levelt’s second proposition, the lack of correla-
tion between successive dominance durations, and the
results of Mueller and Blake (1989) relating to synchro-
nized changes in input strengths. They also realized that
it is the total input to the inactive population that deter-
mines the time for which the active population remains
active (thus explaining Levelt’s second proposition and
the results of Mueller and Blake, 1989), but the advan-
tage of our reduced model (1) through (6) over their
model is that the dependence of dominance duration
on input can be explicitly derived.

Mueller (1990) presented a reduced model similar
to (1) through (6) but without noise and by trial and
error chose parameters so that his model reproduced the
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results of Mueller and Blake (1989). However, due to
the complexity of his model, little analytical insight can
be gained regarding the mechanisms or the underlying
physiology.

Wilson et al. (2000) studied the oscillations in the
perception of circles in static periodic dot patterns
(Marroquin patterns) using a planar network of 64 by
64 coupled “spike-rate” units, each of which is anal-
ogous to our rate model (1) through (6), although
these authors did not include synaptic depression.
Their adaptation variable’s time-constant determines
the slow (on the order of a few seconds) perceived
switching between circles. They also fita Gamma func-
tion to their distribution of dominance periods. They
did not include noise in the simulations, so the width
of the histogram of observed dominance periods is due
to the complex, possibly chaotic, behavior of a high-
dimensional dynamical system.

A third alternative model that we could have stud-
ied is a spatially extended rate model, similar to that of
Wilson et al. (2000). Using Gaussian connectivity simi-
lar to that used in the Hodgkin-Huxley-type model (see
Appendix A), but using rate units with dynamics simi-
lar to (1) through (6), we obtain bumps similar to those
seen in other rate models (Hansel and Sompolinsky,
1998; Laing and Chow, 2001). By adding spatially in-
homogeneous currents and enough adaptation and/or
depression, we obtain bumps that alternate in a way
similar to those shown in Fig. 2 (results not shown).
The main difference between a spatially extended rate
model and a spatially extended spiking neuron model
is that alternation of bumps in the former is strictly pe-
riodic (as it is in, e.g., Dayan, 1998), whereas in the
latter it is nonperiodic, as seen from Fig. 4. Thus such
amodel provides few benefits over a spatially averaged
rate model such as (1) through (6).

Our model does not specify whether the rivalry is
“stimulus rivalry” or “eye rivalry.” Recent results of
Lee and Blake (1999) may indicate that both are oc-
curring. These authors presented orthogonal gratings
to the two eyes and investigated the effects of both
flickering the images at 18 Hz and swapping the im-
ages between the two eyes (as done by Logothetis et al.,
1996). Their results suggest that both the 18 Hz flicker
and the swapping of the images continually produce
transient effects that significantly change perception
of the images, and that either “eye rivalry” or “stimu-
lus rivalry” can result from very similar stimuli. Other
recent results (O’Shea, 1998) suggest that binocular ri-
valry consists of two components: alternations between

two images that are independent of eye of origin and
alternations between two images that depend on eye of
origin. It is possible that networks with our proposed
connectivity exist in various regions of the cortex and
produce rivalrous dynamics.

The temporal dynamics of the perception of other
ambiguous stimuli such as the Necker cube are simi-
lar to those investigated in this model (Borsellino et al.,
1972; Gomez et al., 1995), which lends weight to
the idea that binocular rivalry is another manifesta-
tion of competition between alternative representa-
tions of a stimulus, rather than being a phenomenon
that is restricted to the ocular system (Leopold and
Logothetis, 1999), and it may be possible to extend
this type of modeling to include more complex visual
stimuli, for example, blurred images (O’Shea et al.,
1997).

Appendix A: Methods

The equations are (for each of the excitatory neurons)

Cdc‘;e = Ly + Lo () — Lyem(Ve, ne, he)
—Iapp(Ve, [Cal)

dn,

dt = W[Oln(Ve)(l - ne) - ﬂn(ve)ne]

dh,

dt = 1ﬂ[()lh(ve)(l - he) - /Bh(Ve)he]

& = Ao (V,)(1 — — 13
Tedt— o (Ve)( Se) — Se (13)
A — —0.0028a0(Ve ~ e/

(1 4 exp{—(V, + 25)/2.5)) — [Cal/80
de
T = 1= ¢ —fo(Ve.
where Imem(vm Ne, he):gL(Ve_VL)_’_gKné(Ve_

Vi) + 8na (Moo (V) he (Ve — Vi) and Lygp(Ve, [Cal)
= gagplCal/([Ca] + 1)(V, — Vk). Other functions are
Moo(V) :ozm(V)/(ozm(V) + ,Bm(v))’ a,(V)=0.1(V+
30)/(1 — exp{—0.1(V +30)}), B (V) =4 exp{—(V +
55)/18}, o, (V) = 0.01(V + 34) /(1 — exp{—0.1(V +
3D, B, (V) = 0.125exp{—(V + 44)/80}, (V) =
0.07 exp{—(V + 44)/20}, B (V) =1/(1 + exp{—0.1
(V 414}, 0 (V) = 1/(1+ expl—(V + 20)/4}).
Parameters are g; =0.05, Vp,=-65, gg =40,
Vk = =80, 8Na = 100, Vn, = 55, Ve, = 120, SAHP =
0.05, ¢ =3, 7, =8, t, = 1000. f had various values



between 0.5 and 1.5. The equations for the inhibitory
neurons are

dv;

C dr = syn+Iext(t) mem(Vts ntsh)
dl’l,'
o Vlo, (Vi)(1 —n;) — B (Vi)n;]
dh;
i Vlon (Vi) (1 = hi) — Br(Vi)hil
.@_A V(1 —s;) — s;

T dr o (Vi)( 5;) — s;.

7; = 10 and other functions are as above. The synaptic
current to the jth excitatory neuron is

LR W

14
where V,,. =0, V,, = —80, ng is the voltage of the jth
excitatory neuron, sf/i is the strength of the synapses
emanating from the kth excitatory/inhibitory neuron,
¢* is the factor by which the kth excitatory neuron is

depressed, N is the number of excitatory neurons (and
the number of inhibitory neurons),

. 50
gl = deey/ — exp(=50[(j — kK/NT),  (15)
and
; 20
Sk = iy — exp(=20[(j = W)/NT).  (16)

Similarly, the synaptic current entering the jth inhi-
bitory neuron is

1[ - Zg;fsf+ (Vi = V/ Zg{,k,"}
(17)

where V,; =0, V;; = —80, Vi'i is the voltage of the jth
inhibitory neuron,

20
gl = \/; exp(—20[(j —k)/NT)  (18)

and

~ 30
& = a,-,»/; exp(=30[(j —K)/NP).  (19)
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A typical I, for the excitatory population is

. 2
1G) = 0.4[exp<—{w} )

. 2
+ exp(—{w} )} —0.01, (20)

wherei = 1... N—i.e., two Gaussians centered at 1/4
and 3/4 of the way around the domain together with a
constant negative current. /,,, for the inhibitory pop-
ulation is 0. Typical values for the coupling strengths
are o, = 0.285, aj, = 0.36, are; = 0.2, o;; = 0.07.

Appendix B: Derivation of Reduced Model

Here we derive the reduced model, Egs. (1) through
(6). We first note that spike frequency adaptation and
synaptic depression are both slow processes relative to
the time over which a spike occurs. Both are driven by
the postsynaptic activity. Focusing on adaptation we
can write

da,-

— = —a;/T + Ai (1), 21

dt
where a; is a generalized adaptation variable (e.g., the
calcium concentration in system (13)) and A; (¢) is pro-
portional to the cell activity (instantaneous firing rate)
of neuron i. We then assume that the neuronal ac-
tivity is driven by the synaptic inputs through a gain
function f,

A0 = f (Y wiU0 —a+1), @)

where w;; represents the synaptic weight from neuron
J to neuron i, and U;(¢) is the postsynaptic response
of neuron j. We assume that the influence of the adap-
tation is linear and /; represents the external inputs to
the neuron. A similar set of equations can be derived
for a generalized synaptic depression variable.

If the postsynaptic response is stereotypical, we can
write it as being induced by the activity through a linear
filter yielding (Ermentrout, 1998)

Ui(t) = / €(t —s)A;(s)ds. (23)

[ee]

If €(z) is composed of exponential and power func-
tions, we can invert this integral operator to obtain a
differential equation for U, (¢). For example, if we as-
sume that € (¢) is given by a single exponential, then (23)
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can be converted into a first-order differential equation.
Substituting A; from (22) into (23) we obtain a set of
coupled differential equations involving the U;’s only,
and we have converted the conductance-based network
into a network of “rate” neurons.

We assume that the network is in a state of binocular
rivalry where two bumps of neurons alternate their fir-
ing. The connectivity pattern of the network is such that
the local inhibition has a broader footprint than the ex-
citation. Within a given bump the excitation dominates
the inhibition, but outside of the bump the opposite is
true. We can thus consider the dynamics of a spatially
averaged net activity of a bump that is self-exciting and
inhibits another self-exciting bump. Labeling the two
populations by 1 and 2 and including noise, we obtain
the set of spatially averaged Eqgs. (1) through (6).

Appendix C: Derivation of Dominance
Duration Distribution

Assume that the slow variable decays as g(t) = ae™"/*
toward a fixed threshold, 6, that has been chosen from
a Gaussian with mean pg and standard deviation oy.
The probability density function for 6 is

1 —(me — 9)2>
|, 24
e 6XP< 207 (24)

so the conditional probability, p(T | a), that the decay
takes time 7 given the initial value a is proportional to

f6) =

dg
f(g(T)) o

t=T

ae—T/r _(U«G _ ae—T/r)Z)
=—)expl ——). (@5
<taev2n) p( 20 *

If we now assume that the initial value, a, also comes
from a Gaussian distribution with mean w, and stan-
dard deviation o,, the probability density function for
T is

[e9) _ _ —T/t\2
p(T) = Qf ae 1/t exp(w>

2
00 20,

_ _ 2
x exp<M> da (26)

2
20

27)

where
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205 207 Iof o

2 2

u w

c=-4% < (28)
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and Q is a normalization constant defined through
[, p(T)dT = 1.So

oo
p(T) = Qe T/7eB 14M=C / a

—00

B \2
X exp(—A(a — ﬂ) )da (29)

_ —T/t B%*/(4A)—C oo B —Au?
= Qe e u+—Je du
oo 2A

(30)

JTBQe /7B 14M—C

2A2 ’ Gb

where we have made the substitution u =a — B/(2A)
and used the fact that ue**’ is an odd function. Sim-
plifying, we obtain

Qo094 2me™T/T [,uaagz + ugaaze_T/f]
[092 + Uaze—ZT/T]S/Z

_ T/t _ 2
Xexp( [pae el ) 32)

2(0(,2 + aaze*”/f)

p(T) =

Defining Q@ = Qo,00v/27, ¥ = 02/u2, 1 = 119/ ha
and k = o2/u2, this becomes

[y + ke 2T/T]3/2

_[,—T/t _ 12
X exp(u) (33)

p(T) = fz(e”’[y + nfce”f])

2(y + ke 2T/T)

Dropping the hat on €2, this is Eq. (12).
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